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Build smarter software.

We’re on a mission to build 
impactful and high-quality 
software for exceptional 
clients.





My Practice

http://www.youtube.com/watch?v=9GcrKoOEmfg&t=326


My Practice

Shannon’s Entropy

https://northwestern.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=5445cee1-67d1-4ef4-a554-acfb015c13d3


What you’re 
going to see

in this presentation

● the technical side of creating a 

proof-of-concept composition

● an artist training a neural 

network

● data challenges

● infrastructure challenges

● ethical quandaries



What you’re not
going to see

● pre-trained, proprietary models

● prompt engineering

● nonconsensual data use

● beautiful code



Outline

1. Background and Goals

2. Data Collection

3. Model Selection

4. Infrastructure

5. Development

6. Deciding When It’s Done

7. Composition

8. Future Directions



1. Background + Goals







no 1

no 2

no 3



approximations
a piece for accordion, percussion, and neural networks



approximations - May 19, 2023





http://www.youtube.com/watch?v=pt480pC37DQ&t=15
http://www.youtube.com/watch?v=vtAu7xkwNjQ&t=10


Two Stories of 
Confusion



Incorrect Assumption #1:
  artists != engineers



Incorrect Assumption #2:
proprietary models are better



2. Data Collection



Ethical Quandary: 
data provenance



Louis Pino + Matti Pulkki



Challenge: data volume



Training Data

● Percussion ● Accordion



Challenge: multi-modal data



Challenge: network too clever





3. Model Selection



“I started with a literature search.  I pulled papers on 

adversarial audio synthesis and a variety of techniques for 
generation, including some published since January 2021 when I 

first started playing around with audio generative networks.  I 
did a deep read of the Wavenet paper, and then I realized I may 

as well start with the structures I already know since I’m 
unlikely to have time to do a full review of the entire field.”

-journal, 10/20/2022



● WaveNet

● DanceDiffusion

● GANSynth

● WaveGAN

● MelNet

● AudioSinGAN

● SampleRNN

● StrawNet (variant of WaveNet)

● RAVE

● Catch A Waveform

● DDSP



● WaveNet (2016)

● DanceDiffusion (2022)

GANSynth

WaveNet

MelNet

AudioSinGAN



Challenge: lack of time



Challenge: technical debt



Wavenet Architecture



Wavenet Architecture



Wavenet Architecture



DanceDiffusion



4. Infrastructure



Cloud VMs

● old converted TF + GPUs = hard

● Linux OOM killer  = frustrating

● budget limitations = real

● cost structure = stressful + inexact



Cloud VMs



Challenge: MLOps



5. Development



Wavenet Architecture



Tunable Hyperparameters

● filter width = 2

● learning rate = 0.0001

● sample size / analysis window size = 50,000

● silence threshold = 0.1

● dilation channels = 32

● skip channels = 1024

● dilation layer structure…



Tunable Hyperparameters



Challenge: iteration speed



Challenge: cost



$635.00
Infrastructure Budget



$1,831.65
Infrastructure Costs*

*plus ~$22 for coffee with knowledgeable ppl



?
Developer / Artist Hours



6. When is it done?





STFT (short time Fourier transform)



Accordion Sounds

7450 training steps

54,850 training steps

92,150 training steps

149,300 training steps

345,000 training steps

Original
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Percussion Sounds

19,500 training steps
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Percussion Sounds

19,500 training steps

63,000 training steps

99,999 training steps

275,150 training steps

299,999 training steps

Original



Percussion Sounds

19,500 training steps

63,000 training steps

99,999 training steps

275,150 training steps

299,999 training steps

Original



~1 month
Training Time



7. Composition







Ethical Quandary:
composer / performer 

relationship



mov’t iv

mov’t i





approximations - May 19, 2023approximations - May 19, 2023



8. Future Directions



Next Steps

● other network structures

TensorFlow -> PyTorch ?

audio data augmentation

buy a GPU!

Chicago Creative Machines

Synthetic Prairie
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Next Steps ● Chicago Creative Machines

● Synthetic Prairie



Challenges:
● data

○ volume
○ quality

time
skill (years)
development (hours)
iteration speed

cost
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Challenges:
● data

○ volume
○ quality

● time
○ skill (years)
○ development 

(hours)
○ iteration speed

● cost



Ethical Quandary:
artist / AI symbiosis



Creative Exercise



Gratitude
● Igor Babuschkin

● Zach Evans and Harmonai

● Ethan Manilow

● Alice Li

● Mansi Shah

https://github.com/ibab/tensorflow-wavenet
https://colab.research.google.com/github/harmonai-org/sample-generator/blob/main/Dance_Diffusion.ipynb


Questions? Comments?

mojones.e@gmail.com





Appendix: Vocabulary



stochastic involving chance, 

randomness, or probability



neural network definition from IBM

https://www.ibm.com/topics/neural-networks


timbre
the quality or tone 

distinctive of a particular 

singing voice or musical 

instrument

(from Merriam-Webster)

https://www.merriam-webster.com/dictionary/timbre


hyperparameter

a human-changeable 

parameter affecting the 

structure and training of a 

neural network

as opposed to parameters, which are 

internal to a neural network and 

much more numerous



CNN

● convolutional neural 
network

● a neural network that moves 
a filter across 
multi-dimensional input data 
to detect patterns and 
structures in it

● commonly used in computer 
vision

● StatQuest video

https://www.youtube.com/watch?v=HGwBXDKFk9I


RNN

● recurrent neural network
● a neural network that 

contains cyclical node 
references/feedback 
loops, allowing it to 
remember previous time 
steps

● commonly used for time 
series data and language 
processing

● StatQuest video

https://www.youtube.com/watch?v=AsNTP8Kwu80


LSTM

● long short-term 
memory

● a fancy type of RNN 
that has a longer 
memory and also gates 
that control its ability to 
forget

● often used for natural 
language processing 
(NLP)

● StatQuest video

https://www.youtube.com/watch?v=AsNTP8Kwu80


Algorithmic 
Composition



“"Supposing, for instance, that the fundamental relations of pitched sound 
in the signs of harmony and of musical composition were susceptible of such 

expression and adaptations, the engine might compose elaborate and 
scientific pieces of music of any degree of complexity or extent"

-Ada Lovelace, 1843



MIDI generator

http://www.playonlinedicegames.com/mozart






ML Music 
Generation



AI Audio Generators for Music

● AI Jukebox (OpenAI), 2020

● MusicLM (Google), text-to-music, 2023

● Style or timbre transfer

● Harmony generators

https://openai.com/research/jukebox
https://google-research.github.io/seanet/musiclm/examples/

